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UX for Al -= An ongoing conversation

This is a resource pack assembled by the UXLS Al workstream to enable UX
practitioners working in the Life Sciences to get some basic understanding across
three different areas:

 When is an Al solution appropriate
- Agentic Al

* Ethical Al and trust

This resource pack was assembled in Q1 and Q2 of 2025.

What this is isn't

A complete training course on Al - but rather a starting point to some resources we
have found useful.




When is an Al solution appropriate?

Resources that cover:
1. When to use Al¢

2. What flavour of Al fo use®?




Do you need Al to solve the problem?

Useful resources to help you and your team identify which Al opportunities are the most
appropriate ones for your problem space

Designing Al with purpose: the Al intention Al opportunity landscape

maitrix by Richard Yang by Oblo
A framework to help teams manage the A framework to help teams identify which Al
(excessive) enthusiasm to push for advanced Al opportunities can be integrated based
features when they don't add much value to the on the understanding of user needs and inspired

users by the technological capabilities.
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https://uxdesign.cc/designing-ai-with-purpose-the-ai-intention-matrix-04f1ab20bd91
https://uxdesign.cc/designing-ai-with-purpose-the-ai-intention-matrix-04f1ab20bd91
https://servicedesigntools.org/tools/ai-landscape

What Al capabilities do you need?

Useful resources to help you and your team identify which specific Al capabilities are
mMost appropriate for your problem space

Al functionality cards Al cards

by Service Design tools by 33A

A set of cards of current Al capabilities to Al capability cards to help you and your
stimulate the ideation process and inform the team to decide where to apply Alin a given
generation of opportunities for Al in a given setting

problem space

Commgary

Al gains insights
from data and
understands the
past and the present



https://servicedesigntools.org/tools/ai-functionality-cards
https://www.33a.ai/aicards

Al Design Patiterns

Al Design Pattern Framework for Al/UX

by Dave Brown

Framework to guide designers to create effective and intuitive Al
experiences design principles, considerations and examples of
how to address them through five different phases:

« Al onboarding: Expectation framing and intent
scaffolding

« User input: Support users in creating the right inputs for Al
« Al output: Design good processing cues, confidence
visualisation and explainability and how to support users

with multiple outputs from Al

* Undo and version control: Design patterns to allow users to
correct, reverse, or refine interactions

« System learning: Patterns to design how the Al system
adapts, learns and improves over time

Expectation
Framing

What it solves:

Users often assume software is deterministic.
In Al systems, this can lead to misplaced trust or frustration

Framing expectations early — before the user even interacts — helps establish
a healthy model of the system's capabilities and limitations.

Why it matters:
Users bring mental models from traditional software into Al-driven interfaces.
Without upfront messaging that frames the system as collaborative,

probabilistic, and imperfect, users may expect precision and get frustrated by
unexpected or “wrong” behavior

Design Considerations:

+ How do we signal that this is a collaborative system,
not an oracle?

« Can we use friendly, human-centered language to build
trust without overpromising?

« Are we clear about the kinds of things the Al is good
and bad at?

Examples:

Produce Fnampe e Comtext Location
Grub Copiot Weicorme toaltiplcopy
Linkod Section headers

ChatGPT Systom message or Ul bar

Expressive Input

What it solves:

Al outputs require the right input. Yet, users may struggle to express nuance,
tone, or creative intent through traditional natural-language prompts alone.

Expressive input patterns provide lightweight, visual, or emotionally rich ways
to shape Al behavior — enhancing intent clarity or creative exploration without
requiring detailed language.

Why it matters:

These patterns make Al feel more approachable, fun, and intuitive. They invite
experimentation, support faster iteration, and reduce prompt anxiety —
especially for users who don't know what to type.

Expressive inputs can also unlock more personalized, emotionally resonant
experiences without adding cognitive load. These pattern are especially helpful
in creative, multimodal or mobie-first environments.

Design Considerations:

« Are expressive inputs intuitive, or do they need onboarding?

+ Do users feel in control or surprised by how the Al interprets them?

+ Can these inputs be combined with traditional prompts?

= Are expressiveness tools accessible across modalities (text, voice, visuals)?
« Is it clear how the ues?

Examples:
Frodest Toput type Contest
Midjourney i P 0 Visual
Madibs-style prompt
uma Al
Luma & Ml
Moditying copy acr
Figma 22 gria oditying copy across a

range of options

Icon-based prompt
Canva Magic Write adrlar P Guided content creation

Processing

What it solves:

Al responses often involve invisible, multi-step operations — from calling APls
or MCPs, to generating drafts or running retrievals. Without clear signals that
work is happening, users may feel confused, impatient, or assume the system s
broken.

Processing cues reassure users that the system s active and build trust by
revealing how work is being done, not just that something is coming

Why it matters:

Good processing design shapes user expectations around time, effort, and
trust. It manages impatience, prevents premature abandonment, and builds
transparency — especialy in agentic or tool-using systems where multiple
steps are hidden. It also allows users to calibrate mental modes: °Is this Al just
thinking, or is it stuck?”

LZCOEI LAISIUCE AUV,

« Isit clear that the system is working — not stalled — through animations or
visible cues?

« Is the wait time contextualized appropriately, with progress indicators or
previews for longer tasks?

.ls about processing iith cognitive load, depending
©on task complexity?

Examples:
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https://designpatternsai.com/

Agentic Al

Topics covered:
1. Whatis Agentic Al¢

2. Agentic Al resources




What is Agentic Al ?

We recommend the following videos that give a basic introduction to Agentic Al and
provide a comparison of Agentic Al versus Generative Al with some excellent examples:

What is Agentic Al and How Generative Al vs Agentic Al: Agentic Al: Fostering
Does it Work?e Shaping the future of Al Autonomous Decision Making
by Codebasics collaboration in the Enterprise

by IBM Technology by UX Magazine

QE,N ERATINE r.\ ) & LUV\ _— AGENTIC Al 1 ne EvoluTion oT an AgenTic Ecosystem

|

Onboard the new intern joining next Monday. 2

]Oﬂoﬁ CTWE

SIMPLE



https://www.youtube.com/watch?v=EDb37y_MhRw
https://www.youtube.com/watch?v=EDb37y_MhRw
https://www.youtube.com/watch?v=EDb37y_MhRw
https://www.youtube.com/watch?v=15_pppse4fY
https://www.youtube.com/watch?v=15_pppse4fY
https://uxmag.medium.com/agentic-ai-fostering-autonomous-decision-making-in-the-enterprise-7667849d0f13
https://uxmag.medium.com/agentic-ai-fostering-autonomous-decision-making-in-the-enterprise-7667849d0f13
https://uxmag.medium.com/agentic-ai-fostering-autonomous-decision-making-in-the-enterprise-7667849d0f13

Agentic Al additional resources

Guidelines on building effective agents
by Anthropic

Case study on how to create a multi-
agent research system
by Anthropic

Process documents + research report to identify locatians for citotions
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Persist results

2

Return research results with citations

—_—

(o) sl (D GHEEE

Display

Complete

Human Interface LLM Environment
Query
Create Leod
[ Iterative Process ] o
1 J Until tasks clear
think (plan opproach)
save plon Clarify
retriove context Refine

create subogent

for aspect A

create subogent for ospect B

Send context
web_search
think (eveluote) .
les) Search files
complete_task
wab leoreh Return paths
think (evaluate)

SOEPRIVI toek Until tests pass
think (synthesize results) Write code
—

Status
® Exit loop
Test
@ Continue loop
complete_tosk (research result)
Results



https://www.anthropic.com/engineering/building-effective-agents
https://www.anthropic.com/engineering/multi-agent-research-system
https://www.anthropic.com/engineering/multi-agent-research-system
https://www.anthropic.com/engineering/multi-agent-research-system

Legal and ethical responsibilities

Topics covered:
1. Legalresponsibilities and the EU Al act

2. Ethical responsibilities

3. GxPregulated environments



Legal responsibilities

EU Al Act (2024)

The EU Al Act introduces a uniform framework based on @
forward-looking definition of Al and a risk-based approach:

* Minimal risk: most Al systems such as spam filters and Al-enabled
video games face no obligation under the Al Act, but companies
can voluntarily adopt additional codes of conduct.

* Specific tfransparency risk: systems like chatbots must clearly
inform users that they are interacting with a machine, while

certain Al-generated content must be labelled as such. w _
Minimal Risk

* High risk: high-risk Al systems such as Al-based medical software
or Al systems used for recruitment must comply with strict

requirements The design should accommodate for the

level of risk identified and minimize this risk
where possible.

* Unacceptable risk: for example, Al systems that allow “social
scoring” by governments or companies are considered a clear
threat to people's fundamental rights and are therefore banned.




Legal responsibilities

Further information on the EU Al Act (2024)

European | @ EN Q Search
Commission

Shaping Europe’s digital future

‘Home Policies | Activities | News | Library | Funding | Calendar | Consuitations | Al Oﬁlce‘

> Aificial Intelligence >  European approach to artificial intelligence > Al Act

Al Act

The Al Act is the first-ever legal framework on Al, which addresses the risks

PAGE CONTENTS S
of Al and positions Europe to play a leading role globally. «§ share
Why do we need
rules on Al? The Al Act (4 (Regulation (EU) 2024/1689 laying down harmonised rules on
artificial intelligence) is the first-ever comprehensive legal framework on Al Quick links
Arisk-based worldwide. The aim of the rules is to foster trustworthy Al in Europe
approach
The Al Act sets out a clear set of risk-based rules for Al developers and Al Act Single Information Platform
How does it all deployers regarding specific uses of Al. The Al Act is part of a wider
work in practice package of policy measures to support the development of trustworthy Al The Al pact
for providers of which also includes the Al Package, the launch of Al

high-nsk Al
systems?

Fa s and the Coordinate ogether, these measures
guarantee safety, fundamental rights and human-centric Al, and strengthen
uptake, investment and innovation in Al across the EU

— - - -~ A solution for the Impact assessment of the regulation
r I I c I a n e I g e n c e trustworthy use To facilitate the transition to the new regulatory framework, the Commission

Text of the Al Act in all EU official languages

of large Al has launched the Al Pact, a voluntary initiative that seeks to support the Study supporting the impact assessment
models future tation, engage with stak jers and invite Al providers and
A C t Supporting deployers from Europe and beyond to comply with the key obligations of the FAQs: New rules for Artificial Intelligence
compliance Al Act ahead of time. In parallel, the Al Ac e Desk is also providing
information and support for a smooth and effective implementation of the Al European Al Office
Governance and Act across the EU

EU Al act video Read more: hitps://digital-
strategy.ec.europa.eu/en/policies/regulatory-
framework-ai



https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://www.youtube.com/watch?v=s_rxOnCt3HQ&t=1s

Ethical responsibilities

Ethical Al in UX Design: Building
Trust Through Transparent
Algorithms

As Al becomes part of everyday design, users expect more than just
smart features — they expect fairness, clarity, and honesty. Ethical Al
in UXisn't just about rules; it's about building lasting trust.

1 MadheshP | Follow ) Sminread - Aug 19 2025

Introduction—Why Ethical Al Matters in UX

COURSE

Ethics in the Age of
Generative Al

604,553 viewers

Ethical Al in UX design Ethics in the Age of Gen UNESCO: Ethics of
by MadPesh P Al

by Vilas Dhar

Artificial Intelligence



https://www.unesco.org/en/artificial-intelligence/recommendation-ethics
https://www.unesco.org/en/artificial-intelligence/recommendation-ethics
https://medium.com/design-bootcamp/ethical-ai-in-ux-design-building-trust-through-transparent-algorithms-0bfded20d27e
https://www.linkedin.com/learning/ethics-in-the-age-of-generative-ai/generative-ai-and-ethics-the-urgency-of-now?u=102614490
https://www.linkedin.com/learning/ethics-in-the-age-of-generative-ai/generative-ai-and-ethics-the-urgency-of-now?u=102614490

GXP regulated environments - Annex 22

Annex 22 is a newly infroduced section in
Eudralex Volume 4 (EU GMP Guide),
specifically addressing the use of Artificial
Intelligence (Al)Jand Machine Learning (ML) in
pharmaceutical and biologics manufacturing
and quality systems

Annex 22 provides guidelines of Al usage in a
GXP environment.

It formally acknowledges Al/ML in GMP
contexts—particularly for static, deterministic
models with direct impact on patient safety,
product quality, or data integrity

. Principles

2.1.  Personnel. In order to adequately understand the intended use and the associated risks of
the application of an Al model in a GMP environment, there should be close cooperation
between all relevant parties during algorithm selection, and model training, validation,
testing and operation. This includes but may not be limited to process subject matter experts
(SMEs), QA, data scientists, IT, and consultants. All personnel should have adequate
qualifications, defined responsibilities and appropriate level of access.

2.2, Documentation. Documentation for activities described in this section should be available
and reviewed by the regulated user irrespective of whether a model is trained, validated and
tested in-house or whether it 1s provided by a supplier or service provider.

2.3, Quality Risk Management Activities described in this document should be implemented
based on the risk to patient safety, product quality and data integrity.

Read more on the Annex 22



https://health.ec.europa.eu/document/download/5f38a92d-bb8e-4264-8898-ea076e926db6_en?filename=mp_vol4_chap4_annex22_consultation_guideline_en.pdf

Evaluating Al

Topics covered:

1. Boft usability scale




Measuring Chatbots usability

Currently our workstream have not found many useful resources to measure usability
of Al.

We have found mentions of chat bot usability through the Bot Usability Scale below.

Bot Usability Scale (BUS)

* Borsci, S., Malizia, A., Schmettow, M. ef al. The Chatbot Usability Scale: the Design and Pilot of a Usability
Scale for Interaction with Al-Based Conversational Agents. Pers Ubiquit Comput 26, 95-119 (2022).
https://doi.org/10.1007/s00779-021-01582-9

Although not specifically measuring trust the authors have identified the following to be true:

* "Itis easier to assess ‘trust’ in a CRM chatbot inferaction by assessing the bot’s capacity fo provide
information and helping fo attain a goal (i.e. the credibility of information) instead of by assessing
frustworthiness as a general and unspecified sense of trust. Assessing trustworthiness could require a
different set of items more in line with trust and technology acceptance theory"



https://doi.org/10.1007/s00779-021-01582-9
https://doi.org/10.1007/s00779-021-01582-9
https://doi.org/10.1007/s00779-021-01582-9
https://doi.org/10.1007/s00779-021-01582-9
https://doi.org/10.1007/s00779-021-01582-9
https://doi.org/10.1007/s00779-021-01582-9
https://doi.org/10.1007/s00779-021-01582-9

Useful resources recommended by our workstream

Books: Courses:

UX for Al: A Framework for Al Design Sprint courses
Designing Al-Driven Products by by 33a.qi
Greg Nudelman

This is our main module—all other modules are
adaptions focusing on different topics.

Al Design Sprint®: Process Automation

GREG NUDELMAN Learn to improve your work processes with Al

DARIA KEMPKA

Start Al projects to partly or fully automate work processes, no

hnical knowledge needed. For busi and IT in-
house teams, and individuals that want to use Al in their job. Join our
training & certification as a team in our Company Team Training or
individually in our Bootcamps.

Ul/UX Design for Al products
by Stanford

Stanford | onuine

Q Explore Topics Programs ~ Free Content

UI/UX Design for Al Products
A FRAMEWORK FOR DESIGNING
AI-DRIVEN PRODUCTS UI/UX Design for Al Products
XGAL00D1

Stanford School of Engineering

WILEY

This course is also available in Spanish. Please find additional information here.

Early registration discounts available! Click "Enroll Now" to see the current tuition rate.



https://www.wiley.com/en-us/UX+for+AI%3A+A+Framework+for+Designing+AI-Driven+Products-p-9781394345939
https://www.wiley.com/en-us/UX+for+AI%3A+A+Framework+for+Designing+AI-Driven+Products-p-9781394345939
https://www.wiley.com/en-us/UX+for+AI%3A+A+Framework+for+Designing+AI-Driven+Products-p-9781394345939
https://www.wiley.com/en-us/UX+for+AI%3A+A+Framework+for+Designing+AI-Driven+Products-p-9781394345939
https://www.33a.ai/about
https://online.stanford.edu/courses/xgal0001-uiux-design-ai-products

Al for UX and UX for Al workstream

Pistoia Alliance UXLS Community

Workstream leads
Voula Gkatzidou (GSK) Paula de Matos (AVEVA)

Workstream members

Peter Hummel (Novartis) Julie Morrison (Instem) John Wise (Pistoia Alliance)

Nelson Taruc (Lextech) Breac Baker (Instem) Anne Stevens (Elsevier)
Roger Attrill (IQVIA) Brian Mila (Lextech) Jing Zhang (AstraZenecaq)
Sudha Yerramilli (Merck) Kasia Konczak (GSK) Adriana Rys (Novartis)
Fernando Barneze Gonzalez Aleksandra Zajdenc-Jurczyk Ahmet Bektes (Elsevier)

(Novartis) (Roche)




Join the journey

Pistoiaalliance.org/community/uxis

Community Facilitator: Farah Egby
farah.egby@pistoiaalliance.org

UXLS

User Experience for Life Sciences

PISTOT//ﬁ\\1
ALLIANCE




Our members

collaborate as equals

on open projects that P I STO A
generate significant

value for the worldwide A L L I
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